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8. The STaTe of The affairS in opTical characTer recogniTion 
(ocr) for copTic

EliEsE-sophia linckE 
Institute of Archaeology, Humboldt-Universität zu Berlin1

abstract

Optical Character Recognition (OCR) forms part of text digitization workflows, useful 
especially where larger amounts of text are to be digitized. It is a process in which text is 
extracted from digital images (mostly scans or photographs), whereby the bitmap image of 
a page (in our case from the edition of an ancient work) is converted into machine-readable 
text. The result is a text file, either in plain text format (*.txt) or in an enriched xml format. 
Modern OCR software does not only match pixel-based shapes to Unicode characters, it 
uses Artificial Intelligence (AI) in order to learn a language model and make predictions 
about characters expected in context. This approach has proven very powerful with respect 
to different types of pattern and language recognition (e.g. speech recognition, word 
recognition, handwritten text recognition and, of course, OCR). For Coptic printed text, 
the models trained by the Coptic OCR project reach character accuracy rates of 98.5% to 
99.6% (depending on the font). This article will describe a state-of-the-art OCR workflow 
for Coptic printed texts and give an overview of the tools used as well as of the underlying 
AI techniques.

kEywords

Coptic – OCR (Optical Character Recognition) – digitization of textual cultural heritage – 
Artificial Intelligence – Neural Networks – Machine Learning.

1 The author would like to thank Heike Behlmer, Marco Büchler, Kirill Bulert, Camilla Di Biase-
Dyson, Frank Feder, Jürgen Knauth, So Miyagawa, Tobias Paul, Malte Rosenau, Caroline Sporleder, 
Ronnie Vuine and Jörg Wettlaufer for encouragement, hosting the project, their input in discussions and/
or technical support.
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1. inTroducTion

With services such as retrodigitization of back issues of scientific journals or 
of monographs and collected volumes in Google Books, we have become used to 
the easy access to printed texts in digital form and other advantages that go along 
with them, in particular full-text searches. Commercial software such as Adobe 
Acrobat Pro integrates OCR software and makes it possible to recognize text in 
scanned documents with just a couple of clicks. The precondition of all this is OCR 
software (including a so-called OCR model) that has learned to recognize text in the 
respective script. For Coptic texts, automated text recognition has not been possible 
until recently because such OCR software simply had not been trained on Coptic.2 
Consequently, the digitization of Coptic texts was a fully manual, time-consuming, 
sometimes tedious undertaking.

Occasionally, Optical Character Recognition is used as a cover term for recognition 
of written language (printed, handwritten). But usually, it only refers to the recognition 
of printed texts as opposed to Handwritten Text Recognition (HTR, also HWR, 
Handwriting Recognition). Coptic texts are mostly published using professional print, 
sometimes also as a reproduction of typewritten manuscripts or even the editor’s 
handwriting. More recently, computer fonts (first non-Unicode, later also Unicode) 
have replaced typesetting. Hitherto, Coptic OCR focused on typeset Coptic in order 
to help digitize the substantial back catalogue of editions of Coptic texts. Other types 
of fonts (typewriter and computer fonts) as well as Handwritten Text Recognition 
(handwriting of ancient scribe or modern editor) have not yet been tackled.3

OCR is an offline recognition task (whereas with HTR, there is also online text 
recognition, i.e. recognition during writing). In contrast to the fully automated mass 
digitization of large collections of modern text (e.g. newspapers), it will probably 
always result in a semi-automatic workflow, including human input for the correction 
of imperfect OCR results, due to the high expectations concerning accuracy in 
philological disciplines.

This article provides an overview of Optical Character Recognition (OCR) 
for printed Coptic texts from scholarly editions, its workflow, the state-of-the-art 
software and, very briefly, its computational foundations. It is based on a study run 
by the author of this paper during a fellowship at the CampusLab Digitization and 
Computational Analytics (DCA) at the Göttingen Centre for Digital Humanities 
in 2018.4 Since then, the work has continued under the project name Coptic OCR. 

2 There has been some pioneering work by Moheb S. Mekhaiel in the 2000s for which see Section 0 and 
Schroeder 2020: 330. This has, however, not had an impact on the digitization of Coptic texts. 

3 With significant technical advances in the field of HTR, it is definitely not impossible to obtain good 
results not only for handwritten Coptic texts in editions but also for Coptic manuscripts.

4 Beforehand, there had been pilot studies by So Miyagawa at the University of Göttingen and by myself 
at the Humboldt-Universität zu Berlin. The advances in OCR for Coptic are supported by Kirill Bulert and 
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The project collected and prepared training data for several widely used Coptic 
fonts (see Fig. 3) and has trained OCR models for these fonts and evaluated them. 
The recognition rates (character accuracy rates, see Fig. 2) are promising and 
comparable to results achieved for fonts of other historical and minority scripts.5 
When information on OCR for Coptic is given below, the underlying findings and 
results are from this project unless otherwise noted. Depending on future funding, 
the project will continue and expand its work.6

This introductory paper will orient the reader towards what is possible in Coptic 
OCR today, what data and tools are available and where to find more information.7 
In order to do so, the paper is structured in the following way: Section 2 deals with 
the processing of data in OCR from two different perspectives, (1) the end-user 
perspective, that is the digitization workflow given that the necessary OCR tools are 
available, and (2) the training perspective, that is the steps and choices necessary to 
create OCR models. Section 3 provides an overview of software (and some remarks 
on hardware) that is useful for Coptic OCR and briefly sketches relevant features. 
Section 4 introduces the state of affairs with respect to digitization of Coptic 
texts, including some remarks on the relationship between automated and manual 
digitization procedures. A commented bibliography in Section 5 concludes the paper.

2. how ocr workS

2.1.  OCR workflows

The workflow of automated digitization (OCR) is different from manual 
digitization. Fig. 1 presents the process in form of a flowchart. There are two different 
OCR workflows, depending on the objectives of the user. The first one is the end-
user workflow with the aim to digitize text. The other one is the training workflow 
in which OCR models are built. This is actually the prerequisite for the end-user to 
be able to recognize text. Both workflows share the preparatory steps (“Preparation” 
and “Preprocessing”). Afterwards, they split up into two branches: (1) OCR in the 
narrower sense with “Recognition” and “Postprocessing” and (2) Machine Learning 

Marco Büchler who provided the necessary technical infrastructure, for instance access to a high-performan-
ce server and a GitLab data repository hosted at the GWDG in Göttingen.

5 First results are published in Lincke et al. 2019.
6 Training data and OCR models are currently available in the GitLab repository of Coptic OCR, DOI: 

21.11101/0000-0007-C9D1-A; PID: 21.11101/0000-0007-C9D1-A.
7 Not included in this introduction is a description of the output formats that have been developed for 

OCR output (PAGE XML, ALTO XML, hOCR) since these are closely linked to the question of metadata 
standards that cannot be addressed in this concise paper. All OCR software mentioned in this paper also 
outputs plain text files (*.txt).
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which includes the training of OCR models, that is, the adaptation of a Neural Net so 
that it can perform a recognition task, as well as their evaluation.

fig. 1. ocr workflow

2.2. Preparation

The OCR workflow differs from manual text input in that it requires preparatory 
steps before the actual digitization (recognition). Firstly, there is the acquisition of 
digital images (preferably scans) and secondly, the installation of the preprocessing 
tools and OCR software (technical set-up). Image acquisition is comparably easy, 
especially since a considerable number of editions of Coptic texts are available 
in online archives (e.g. archive.org) or on other websites so that scanning can be 
skipped. The high accuracy rates of Coptic OCR reached by means of training on 
existing scans show that their quality is generally sufficient. Image acquisition will 
therefore not be considered any further in this paper.8 The technical set-up will be 
addressed in Section 3.

8 Robertson 2019 gives some insights in how far image quality and enhancement influences the output 
quality of OCR.
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2.3.  Preprocessing

Depending on the quality of the print itself and the quality of the digital image 
of the print, and other than in manual text digitization, preprocessing usually is 
the most time-consuming part of the workflow because it requires the most human 
intervention. This is one of the reasons why this implementation of OCR is only 
semi-automatic.

What is summarized in the workflow under the term image preparation consists 
of several steps. Not all of them are compulsory depending on the properties of the 
digital images that are processed. Image preparation includes:

• rotation – adjustment of the orientation,
•  deskewing – balancing the orientation so that the text lines are strictly 

horizontal,
• splitting – split 2-on-1 scans to that there is one image file per page, 
•  despeckling – noise removal, i.e. removal of stains and blotches on the digital 

image,
• dewarping (usually necessary only when historical prints are warped), 
•  content selection – selection of text to be OCRed (deselecting/deleting 

translation, critical apparatus, margins etc.),
•  reformatting – from pdf format into tiff or png

Layout analysis is not mandatory and only necessary when the content of the 
whole scanned page is of interest or shall be preserved (no content selection during 
image preparation). We have included it here for future reference when other than in 
the current workflow the recognition process shall not be limited to the Coptic text 
part but include the non-Coptic content of the document (e.g. commentary, critical 
apparatus, translation and so on) in a multi-lingual OCR process.

In the final step, Segmentation, the text image is cut up so that as a result there is 
one image file per text line.

OCR software generally excludes image preparation, sometimes also the other 
steps of preprocessing. This is then outsourced to software specifically designed for 
this purpose (e.g., ScanTailor and Larex in Section 3).

2.4. Prediction

Prediction is the text or character recognition in the narrower sense. This is a 
fully automated step in the process. The Neural Network in the OCR model extracts 
features from the forms (characters) consisting of pixels on an image and classifies 
them, that means, assigns (“predicts”) a Unicode character. Some basic information 
on the underlying AI can be found in Section 2.8.
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2.5.  Postprocessing

Postprocessing, that is the correction of the OCR result, is essentially the same 
as in a manual digitization workflow and also a reason for the classification of this 
workflow as semi-automatic. However, it can be computer-assisted, e.g. by a line-by-
line display of the editable OCR result and a snippet of the respective line from the 
input image. Such a display facilitates the mapping of input image and OCR output 
and thereby makes it easier to spot errors in the OCR output. In more advanced 
workflows of postprocessing (not yet implemented for Coptic), specialized tools9 
also make suggestions for corrections based on dictionaries or word lists.

2.6.  Model training and evaluation

OCR programs use training data as input to train Neural Networks (for which see 
Section 2.8). Training data consists of the segmented images of text lines produced 
in preprocessing and the so-called Ground Truth, transcriptions of these text lines. 
The result of training, the trained Neural Net, is called a (OCR) model. In our case, 
models for Coptic were trained in the OCR programs OCRopus and Calamari.

As for the amount of training data, Springmann recommends a minimum of 300 
text lines for training with OCRopus and additional lines in further training cycles if 
necessary.10 This includes 10% of training data reserved for evaluation. Reul et al. suggest 
300 lines of Ground Truth for training with Calamari (plus 100 for testing).11 Due to the 
demands on the quality and representativeness of the data (for which see Section 2.7), the 
number of training lines for Coptic models exceeded these recommendations.

During training, for each line of text, the Neural Network makes a prediction 
about the text (string of characters) that an image file (of a line of text) depicts. This 
prediction is then compared to the man-made Ground Truth and the result is fed 
back into the Neural Network in order to stimulate its adaptation and to improve the 
prediction. The OCR program proceeds line by line, several times for every line of 
training data. Every turn is called an iteration.

For the software OCRopus, the recommended number of iterations is at least 
30,000.12 The training process of Calamari, another more advanced software, is slightly 
different because cross-fold-training is implemented. Cross-fold-training means that 
the training data is split into equal batches (the default is five batches) and as many 
models are trained as there are batches. Because there is a random element in the 

9 For instance, PoCoTo for which see Section 3.6.
10 Springmann 2015.
11 Reul et al. 2017b.
12 Springmann 2015.
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training process two models will never be identical, in other words, they will make 
slightly different predictions. The benefit of this is, that if one model is mistaken about 
one character, it is very unlikely that other models will be too, so this observation can 
be used to eliminate prediction errors. Models not only predict characters, they also 
give a confidence value (in percent), i.e., an estimate of how certain they are that one 
or another character is correct. These confidence values are used in what is called 
confidence voting. If the models disagree in their predictions, the confidence values are 
added up for each candidate and preference is given to the character with the highest 
confidence value.13 This combined use of multiple well-trained models is what makes 
OCR outputs produced by Calamari superior to results obtained with OCRopus.

OCRopus and Calamari each include an evaluation mechanism that outputs the 
character accuracy rate of an OCR model (or a batch of OCR models) for the test sample 
that the Neural Network has not seen during training, i.e. that has not been part of the 
training data. Fig. 2 shows a comparison of the best character accuracy rates reached by 
Calamari and OCRopus respectively, based on training with identical training data.14

fig. 2. characTer accuracy raTeS of ocr modelS for copTic fonTS 
compared

13 Note that this is different from a simple majority vote (e.g. 3 : 2). For a more detailed explanation and 
examples, cf. Reul et al. 2018.

14 The models are trained for specific fonts labelled CSSC_1 … Aubert, see the next section (Section 2.7).
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2.7.  Training Data

An OCR model is only as good as the training data used in its creation and it 
can only make predictions based on what it has learned in training. For this reason, 
training data is an important factor in the subsequent performance of an OCR model. 
In other words, in order to perform well, the composition of the training data depends 
on the needs of the later application of the OCR models.

This is why digitization projects that train their own OCR models make 
differing decisions with respect to model training. For instance, when digitizing 
very early printed books (e.g. incunabula from the late 15th century A.D.), the 
kallimachos centre,15 trains a specific model for each book due to the range 
of variation in early printing technique.16 Springmann and Lüdeling, working 
on OCR models for the RIDGES corpus of herbal texts dating between 1487 
and 1870, separately trained mixed models, i.e. multi-font models (Antiqua and 
Fraktur fonts) for each book in their training corpus.17 Some of their models also 
performed well on other books (>90% character accuracy, sometimes even >95 
%) but most did not.18 By contrast, commercial OCR software for modern texts 
(e.g. ABBYY FineReader) usually performs well on a large variety of fonts, 
regardless of the document.

Scholars working on OCR for Coptic have chosen a different approach and 
decided to train font-specific models.19 This is based in the observation that a Coptic 
font has generally been used over a longer period and in a certain number of editions 
so that it makes sense to create font-specific models that can be used to OCR all 
books printed in this font. Usually only a single font is used for the reproduction of a 
(literary) Coptic text (unlike, for example, in the herbal texts of the RIDGES corpus 
where more than one font is used within the same text). Of course, critical apparatus, 
commentary, translation etc. are printed in other (Latin) fonts. However, since the 
primary aim of OCR for Coptic is to digitize Coptic texts for further processing, not 
to create a digital reproduction of an already existing edition, these components have 
been disregarded for the time being.

Fig. 3 shows the fonts chosen by the Coptic OCR project for model 
training in Calamari and OCRopus.20 Each font is represented in screenshots 
from two different editions in order to demonstrate the variation within the 

15 See below, Section 3, “Larex” and “OCR4all”.
16 Reul et al. 2017b.
17 Springmann – Lüdeling 2017.
18 Springmann – Lüdeling 2017: Fig. 6.
19 Lincke et al. 2019; Miyagawa et al. 2017 and Miyagawa et al. 2019 also trained a particular font.
20 Models created by the Coptic OCR project, available in the project repository: <https://vcs.etrap.eu/

Coptic-OCR/datasets>, DOI: 21.11101/0000-0007-C9D1-A [accessed: 7/15/2020].
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individual fonts.21 The fonts have been “named” CSSC_1, CSSC_2, CSSC_3 
and Aubert.

fig. 3. overview of copTic TypeSeT fonTS and characTer SeTS

Selecting training data for each font from several editions and not just one has 
been called a “multi-source approach”.22 The objective of this approach was to make 
the models more robust so that they would also perform well on texts from editions 
not represented in the training corpus. This robustness pertains to several features, 
the most important one being the character set. The character set used in an edition 
is far greater than the number of characters given in textbooks as the inventory of 

21 Images of font samples taken from Lefort 1933: 130, l. 29–36 (CSSC_1 left side); Balestri – 
Hyvernat 1924: 268, l. 19–26 (CSSC_1 right side); Kuhn 1960: 47, l. 1–8 (CSSC_2 left side); Kasser 
1958: 4, l. 26–33 (CSSC_2 right side); Depuydt 1991: 46, l. 3–10 (CSSC_3 left side); Johnson 1980: 15, 
l. 18–25 (CSSC_3 right side); Thompson 1924: 28, l. 16–23 (Aubert left side); Sobhy 1919: 1, l. 10–16 
(Aubert right side).

22 Lincke et al. 2019.
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the writing system of a language.23 In addition to the core set of Coptic lower case 
(minuscule) characters,24 it includes:

•  upper case (majuscule) and ornamental (ekthetic) forms of the core characters, 
cf. Fig. 3, font Aubert, right side

•  characters found only in some dialects or chronolects, e.g., Bohairic ϧ 
(U+03E6) or Akhmimic ⳉ (U+2CC9), see Fig. 3, font CSSC_1, with Sahidic 
on the left and Bohairic on the right side

•  Coptic numerals, e.g. 𐋦 (Coptic Epact Digit Six, U+102E6)
•  a great variety of combining diacritics:25 trema ◌̈ (Combining Diaresis, 

U+0308), macron ◌̄ (Combining Macron, U+0304), ⳯◌ (Coptic Combining 
Ni Above, U+2CEF), more complex diacritics forming sequences like ◌︤◌︦︥◌︥  
(Combining Macron Left Half, U+FE24, Combining Conjoining Macron, 
U+FE26, Combining Conjoining Macron, U+FE25), ◌᷍◌ (Combining Double 
Circumflex Above, U+1DCD), ◌͠◌ (Combining Double Tilde, U+0360) and 
more

•  abbreviations (ⳤ, Kai, U+2CE4), symbols like ⳨ (Tau Ro, U+2CE8), ⳩ (Ki 
Ro, U+2CE9), ⳪ (Shima Sima, U+2CEA) and others, cf. Fig. 3, CSSC_1 
left side

•  Coptic punctuation, e.g. · (Middle Dot, U+00B7), ⁖ (Three Dot Punctuation, 
U+2056), ⁘ (Four Dot Punctuation, U+2058), ⳿ (Coptic Morphological 
Divider, U+2CFF) and more

•  editorial signs:
 °  brackets, in addition to the generally known ones also ⟦ (U+27E6) and ⟧  

(U+27E7), ⸢ (U+2E22) and ⸣ (U+2E23), ⎨ (U+23A8) and ⎬ (U+23AC) and 
others;

 °  footnote signs such as superscript Latin lower case letters and superscript 
Arabic numerals;

 °  underdots for damaged characters (◌,̣ Combining Dot Below, U+0323), 
cf. CSSC_2 right side and CSSC_3 and Aubert left side for a variety of 
editorial signs;

 °  Arabic and/or Latin numerals for page, paragraph and/or line numbering;
 °  other signs indicating page/folio breaks in the original manuscript or 

a switch between manuscripts attesting the respective passage, e.g. ⊙ 
(U+2299), ⌑ (U+2311)

23 Thea Sommerschield recently mentioned in her talk “PYTHIA: a deep neural network model for the 
automatic restoration of ancient Greek inscriptions” at the Digital Classicist London Seminar (05 June 2020) 
that, for the encoding of Ancient Greek inscriptions in her corpus, 147 characters are required, <https://youtu.
be/nKSfzHYmLtQ> [accessed: 7/2/2020].

24 Character names according to the Unicode Standard but see also Kasser 1991.
25 ◌ (U+25CC) merely serves as a placeholder for Coptic letters that could combine with respective 

diacritics.
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Not all characters witnessed in Coptic printed texts are already represented 
by a code point in the Unicode standard (esp. punctuation, e.g. 

⟦ ⟧
⎨ ⎬

⊙
⌑

). In these cases, 
placeholders (currency symbols such as €, $ and ¥) were used in the transcriptions.26

In order to include the character set of a font as completely as possible in the 
training, the pages for training were not chosen randomly, but in such a way that 
even very rare characters are represented.

Another deliberate decision with regard to the robustness of the OCR models 
was not to simplify the data, i.e. not to clean up the data by removing diacritical and 
editorial characters (brackets, characters indicating lacunae and the like). This has 
two advantages: less time spent on image preparation and an OCR output that is closer 
to the “original” printed text. As a result, later users of the digitized texts can decide 
for themselves whether they want to remove diacritics etc. or not. The transcriptions 
were also not normalized, neither in terms of orthography nor in terms of character 
set (e.g. by homogenizing diacritics, transcribing characters such as tildes as the more 
common macrons). This is despite the fact that the choice of Unicode characters as 
equivalents to printed glyphs can be considered a normalization process in itself. The 
transcriptions were made with the aim of not invalidating differences made in the 
printed version of the texts. This includes, for example, the transcription of capital 
letters where they are used in the respective editions, although Coptic manuscripts 
do not distinguish between lower and upper case and although this does not comply 
with the transcription guidelines of the Kellia network.27

Coptic texts as represented in editions (as well as in manuscripts) also differ with 
respect to line length and column layout (one column vs. two columns). This may 
be relevant for OCR model training as modern OCR software not only considers 
one individual character at a time, but also takes into account a whole string of 
characters, i.e., the adjacent characters, both to the left and to the right (see Section 
2.8). Therefore, texts with differences in line lengths and column number were 
included in the training data (cf. Fig. 3).

2.8.  Artificial Intelligence in Optical Character Recognition

What makes current OCR software so successful with respect even to difficult 
recognition tasks (diacritics, non-standard orthography, relatively small amounts of 
training data and so on) is its use of forms of Artificial Intelligence. The technical details 
are complex and outdate quickly – basically, with a new generation of OCR every couple 
of years. Therefore, it is not the aim of this section to give a comprehensive description 

26 In order to ensure future exchangeability of the data sets, the Private Use Area, which is provided by 
the Unicode standard for the individualization of character sets, was not used, cf. also Schroeder et al. 2020.

27 Schroeder et al. 2019.
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but only to name some basic principles. Fig. 4 shows how the concepts briefly discussed 
below are interrelated, namely as elements in a matryoshka-like class inclusion.

fig. 4. concepTS of arTificial inTelligence imporTanT for ocr

Artificial Intelligence (AI) refers to systems that are not fully determined by 
their developers but learn by taking data into account. Narrow AI – other than 
general AI – focuses on specific tasks. Machine Learning (ML) techniques that 
achieve impressive results in recognition tasks (such as OCR) are part of narrow 
AI. Training an OCR model is a supervised (Machine) Learning task. Supervision 
refers to the fact that the computer is given Ground Truth, i.e. a man-made correct 
output that serves as reference for the expected output of the computer. The machine 
learns by means of (Artificial) Neural Networks. The term Neural Network (NN) 
is a metaphor in which the source domain is biology (neuron = nerve cell, neural 
network = network of neurons) and the target domain is computer science (Machine 
Learning). The metaphor relies on an input–activation–output analogy. Put simply, 
in OCR the input consists of black and white pixels, and the output is a Unicode code 
point (a Unicode character). Between input and output nodes (artificial neurons) is 
one or several so-called hidden layers (also artificial neurons). The activations of the 
individual neurons determine if and how information is forwarded to the next layer 
of neurons and ultimately to the output neurons. The network learns by comparing 
its output against the expected output (Ground Truth) and by feeding the result of 
the comparison back into the network (backpropagation). Out of the different types 
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of Neural Networks, Recurrent Neural Networks (RNN) are particularly important 
for OCR, more specifically, Bidirectional Recurrent Neural Networks (BRNN) with 
Long Short-Term Memory architecture. BRNNs do not only consider one individual 
input character at a time, but also take the context into account, i.e. the adjacent 
characters, both to the left and to the right (bidirectionality).28 In this sense, it 
learns a kind of language model, in the form of the probability distributions of how 
characters follow each other. Its Long Short-Term Memory then makes it possible to 
look back over a larger sequence of characters, which is why Robertson says about 
OCR software making use of these techniques: “Strictly speaking, then, they do not 
perform optical character recognition, but rather optical line recognition: the context 
of a character in its line becomes pertinent information.”29

3. ocr ToolS (SofTware and hardware)

There are a number of tools (i.e. software) that have successfully been tested for 
OCR of Coptic texts. Those working on OCR for Coptic texts have generally followed 
suggestions made by the CIS OCR group, using ScanTailor and OCRopus.30 In the time 
since this group first proposed a workflow and tool set that proved useful when tested 
for Coptic, there have been some updates. In particular, the kallimachos Centre of 
the University of Würzburg,31 partially building on existing work, have refined tools 
or developed new ones with respect to Layout Analysis (Larex), performance of text 
recognition (Calamari) and usability. Their tools and suggestions have successfully 
been adapted and used for Coptic by the Coptic OCR project. Their latest release, 
OCR4all, “also explicitly focusses users with no technical background and combines 
different tools in one consistent interface.”32 This is a significant step forward in the 
user experience, considering that before none of the trainable OCR software offered 
a “turn-key” solution.33 None of them even had a Graphical User Interface.

It should also be added that, since the developers usually code on Linux, the 
tools presented in the following also run best on Linux. Most of them should also be 

28 Modern OCR software such as OCRopus uses Bidirectional Recurrent Neural Networks (BRNN) with 
Long Short-Term Memory (LSTM) architecture. For technical details, see Schuster – Paliwal 1997 for BRNN in 
general, Hochreiter – Schmidhuber 1997 for LSTM in general; Graves et al. 2008 for the application of BRNN 
and LSTM in text recognition; Breuel et al. 2013 for the implementation of these techniques in OCRopus.

29 Robertson 2019: 123.
30 Centrum für Informations- und Sprachverarbeitung, Ludwig-Maximilians-Universität München 

<https://www.cis.uni-muenchen.de/dighum/cisocrgroup/index.html> [accessed: 7/14/2020]. The workflow 
and tools used by the CIS OCR group are best described in Springmann 2015. As for applications to Coptic, 
cf. Lincke et al. 2019; Miyagawa et al. 2019.

31 Zentrum für Philologie und Digitalität “Kallimachos”, Julius-Maximilians-Universität Würzburg 
<https://www.uni-wuerzburg.de/zpd/startseite/> [accessed: 7/14/2020].

32 <https://www.uni-wuerzburg.de/en/zpd/ocr4all/> [accessed: 7/7/2020]; cf. Reul et al. 2019 and Section 3.5.
33 See below, Section 3.4.
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compatible with Windows and/or Mac but this often requires adaptation during the 
installation or even compilation from source code.

The software chosen by the Coptic OCR project and its predecessors are by no 
means the only options. Other OCR projects in Ancient Studies as well as in other 
disciplines have found other solutions and adapted the workflows to their needs. 
Ancient Greek might be case with characteristics similar to those of Coptic (in 
particular: diacritics, philological markup). Information on the OCR implementation 
for ancient Greek can be found in a current paper of Robertson and Boschetti.34

While most of the software that will be presented in the following are open 
source and available at no charge, the requirements for hardware are not equally 
low. Indeed, hardware requirements of modern OCR software can exceed those of 
a simple office PC. This is particularly true for the Machine Learning taking place 
during model training and to a lesser extent also for the recognition process. Since 
these requirements mostly pertain to the architecture of the Graphical Processing 
Unit (GPU, graphics card), a state-of-the-art gaming PC is well equipped for the 
task, including for model training. Since information on hardware requirements 
outdates quickly, it should be researched as the need arises. For occasional use or 
testing, instead of acquiring hardware, server capacities can be rented or provided by 
the data processing service center of a research institution.

In the following overview of tools, a set of icons will be used as visual clues 
pertaining to workflow and user-friendliness:

•  workflow phases (preprocessing, prediction, postprocessing):   
 
  
 
  
  
 

 
 

 (all phases),   
 
  
 
  
  
 

 
 

 (pre- and postprocessing), 

  
 
  
 
  
  
 

 
 

 (preprocessing), 

  
 
  
 
  
  
 

 
 

 (preprocessing and 
prediction), 

  
 
  
 
  
  
 

 
 

 (prediction), 

  
 
  
 
  
  
 

 
 

 (postprocessing)
• Graphical User Interface (GUI): 

  
 
  
 
  
  
 

 
 

• documentation (manual, tutorial, Wiki): 

  
 
  
 
  
  
 

 
 • material for Coptic available: 

  
 
  
 
  
  
 

 
 

Footnotes to each tool refer to a publication by its developers, the respective 
project website as well as the data repository (usually hosted on GitHub).

3.1. ScanTailor 

  
 
  
 
  
  
 

 
 

 

  
 
  
 
  
  
 

 
 

ScanTailor was developed by Joseph Artsimovich and is currently maintained 
by Nate Craun.35 It is a software facilitating image preparation. There are several 

34 Robertson – Boschetti 2017.
35 ScanTailor homepage <http://scantailor.org> (doesn’t seem to be updated anymore); ScanTailor 

code repository on GitHub <https://github.com/scantailor/scantailor>; for tutorials, see the ScanTailor Wiki 
<https://github.com/scantailor/scantailor/wiki>; [all accessed: 7/14/2020].
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independent development branches forked from ScanTailor’s source code which may 
continue to be maintained, even if the original ScanTailor is no longer continued.

While image preparation in general can be done with ordinary image processing 
software like Photoshop or Gimp (to name just a few), ScanTailor has been designed 
with a focus on image preparation specifically for OCR and contains only operations 
that are useful for this purpose. And it allows for batch processing, which means the 
execution of an operation for a part of or all image files loaded. The functions of 
ScanTailor include: rotation, deskewing, splitting, despeckling, dewarping, content 
selection (selecting text to be OCRed, i.e. deselecting translation, critical apparatus, 
margins etc.), adjustment of the line thickness (increasing or decreasing the line 
strength of characters in the text), binarization (conversion into a binary image that 
only consists of black and white pixels), adjustment of the output resolution.

3.2. Larex 

  
 
  
 
  
  
 

 
 

 

  
 
  
 
  
  
 

 
 

 

  
 
  
 
  
  
 

 
 Larex (Layout Analysis and Region EXtraction) is a development of members of 

the above mentioned kallimachos Centre. It is designed for different tasks in relation 
to OCR of Early Modern books.36 In particular, its “segmentation” module allows 
for a refined segmentation of pages with a complex layout into functional regions, 
e.g. paragraph of running text, image, heading, marginalia, page numbers and others. 
Also, the areas on a page to be OCRed can be selected while the rest of the page (e.g. 
images or footnotes) will be disregarded in the recognition process.

The “text” module can be used as a tool for transcription, i.e. in the production of 
training data (Ground Truth) or in the postprocessing phase when OCR results need 
to be corrected.

3.3. Calamari 

  
 
  
 
  
  
 

 
 

 

  
 
  
 
  
  
 

 
 

At present, Calamari is the best OCR software for which models trained on Coptic 
texts are available.37 It has been developed in the same lab as Larex and integrates 
the latest developments of Neural Networks for language recognition tasks.38 
The integration of techniques like cross-fold-training and confidence voting (cf. 
Section 2.6) make its predictions better than those of other trainable OCR software. 
Another advantage of Calamari – although really only relevant for model training 

36 Reul et al. 2017a; Reul et al. 2017b; <http://www.is.informatik.uni-wuerzburg.de/open-source-tools/
larex/>; <https://github.com/OCR4all/LAREX> [accessed: 7/14/2020].

37 See footnote 6.
38 Wick et al. 2020.
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– is its exploitation of the Graphical Processor Unit (GPU) which makes training 
significantly faster.39 Calamari doesn’t integrate preprocessing but is designed in a 
way to use files preprocessed by means of OCRopus.

3.4. ocropuS (ocropy) 

  
 
  
 
  
  
 

 
 

 

  
 
  
 
  
  
 

 
 

OCRopus, later also called OCRopy, is an OCR software developed by Thomas 
M. Breuel.40 Integrating Neural Nets with LSTM architecture, it is an open source 
trainable software that produces results that can compete with the best proprietary 
OCR software, ABBYY FineReader. Since ABBYY FineReader is not available for 
training on new scripts, OCRopus became the leading software for OCR of minority 
scripts and historical typeset. As stated in its documentation, “OCRopus is a collection 
of document analysis programs, not a turn-key OCR system”.41 While its modular 
approach to the OCR workflow is transparent and keeps each individual step simple, 
an average computer user might struggle with the lack of a Graphical User Interface 
(GUI); OCRopus needs to be accessed and controlled via the command line. Font-
specific OCRopus models for Coptic are available from the Coptic OCR project.42

3.5. OCR4all   
 
  
 
  
  
 

 
 

 

  
 
  
 
  
  
 

 
  

  
 
  
 
  
  
 

 
 

 

  
 
  
 
  
  
 

 
 This suite of tools comes closest to the usability of a commercial OCR program for 

end-users. It is not an OCR program per se but provides a frontend (with a Graphical 
User Interface) to state-of-the-art OCR technology: Larex for preprocessing and 
Calamari for model training or recognition.43 In OCR4all, the user can load their 
own Calamari models (e.g. those created by the Coptic OCR project as described 
in Sections 2.6 and 2.7).44 The only obstacle one has to overcome is the installation 
process which requires a setup in Docker or in a Virtual (Linux) machine (with 
VirtualBox). Both create a virtual environment in which the OCR4all frontend and 
the underlying programs run smoothly without interfering with other installations on 
the system. The developers recommend a setup with VirtualBox for non-technical 

39 In my own tests, training Calamari was done in a quarter of the time that the OCRopus training process 
would take, roughly speaking 3.5–6 hours for Calamari vs. 18–24 hours for OCRopus with identical training data.

40 Breuel 2008; <https://github.com/tmbarchive/ocropy> [accessed: 7/14/2020].
41 See the Readme.md file on <https://github.com/tmbarchive/ocropy> [accessed: 7/14/2020].
42 GitLab repository of Coptic OCR, DOI: 21.11101/0000-0007-C9D1-A; PID: 21.11101/0000-0007-C9D1-A.
43 Reul et al. 2019; a short German presentation of the features of OCR4all can also be found in Wehner et 

al. 2020; <https://www.uni-wuerzburg.de/en/zpd/ocr4all>; <https://github.com/OCR4all/OCR4all#ocr4all> 
[both accessed: 7/10/2020].

44 See footnote 6.
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users. Once the setup is complete and OCR4all is started, it runs conveniently in a 
browser window. OCR4all is well documented in comprehensive setup guides and 
user manuals in English and German.

3.6.  Other tools

The first fruitful trials for automated recognition of Coptic texts have been carried 
out by Moheb S. Mekhaiel in the 2000s.45 Mekhaiel used a software called tesseract 
(

  
 
  
 
  
  
 

 
 ), which is a trainable OCR software developed by Hewlett-Packard since 1985. 

In 2005, HP released the source code for Tesseract, and the further development of 
the program has since been driven by Google.46 At that time, Tesseract was the best 
trainable OCR software available. When other developers started producing OCR 
software based on Neural Networks, Coptic OCR projects switched to these new 
tools and didn’t consider Tesseract any further.47 In October 2018, Tesseract 4.0 was 
released, which integrates Neural Networks with LSTM, but it has not yet been tried 
with Coptic and no up-to-date training data and models are available for Tesseract 
4.0 at present. One advantage of Tesseract is that there are several user/3rd party 
projects that develop and maintain Graphical User Interfaces that make interaction 
with Tesseract much easier, especially for non-technical users.48

A fork (a kind of spin-off) from OCRopus (described above), called kraken
(
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), was developed by Benjamin Kiessling with a focus on historical and non-
Latin scripts/fonts.49 As, to the best of our knowledge, it has not yet been tested with 
Coptic material, it will not be discussed here any further.

The platform transkribus50 (   
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), an outcome of transcriptorium, funded 
by the EU’s Seventh Framework Program and the Horizon2020 project Recognition 
& Enrichment of Archival documents (READ), differs in several respects from the 
other tools presented in this section. Transkribus is designed for Handwritten Text 
Recognition (HTR) but can be used for OCR as well. Transkribus trains with ABBYY 
FineReader 11, the leading commercial text recognition software. Although it has not 
been trained on Coptic, recognition results are likely to be good. Unlike all other tools 

45 There is no published documentation of Moheb Mekhaiel’s work other than the contents of his websi-
te; <http://moheb.de/ocr.html> [accessed: 7/14/2020].

46 <https://github.com/tesseract-ocr> [accessed: 7/14/2020].
47 For a comparison of Moheb Mekhaiel’s Tesseract models and OCRopus models trained on Coptic, cf. 

Miyagawa et al. 2019. Miyagawa et al. 2017 report that “Tesseract with Mekhaiel’s models had difficulty with 
typeset Coptic texts that contain diacritics, punctuation, and editorial signs.”

48 See the Tesseract documentation for user projects under <https://tesseract-ocr.github.io/tessdoc/User-
Projects-–-3rdParty> [accessed: 7/15/2020].

49 <http://kraken.re>; <https://github.com/mittagessen/kraken> [both accessed: 7/14/2020].
50 Kahle et al. 2017; <https://transkribus.eu/Transkribus>; <https://github.com/transkribus/> [both 

accessed: 7/15/2020].
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mentioned in this paper, with Transkribus the data is processed on high performance 
servers and not on the user’s computer. Transkribus has an excellent interface (GUI), 
an exhaustive documentation (Wiki, manuals, video tutorials) and a newsletter, as 
well as a contactable support team that organizes workshops and user conferences. 
However, since models are trained on servers by the Transkribus team, the user does 
not have the same level of control over the training process or its outcome as with 
locally conducted model training. After funding for the READ project ended in June 
2019, Transkribus is as of now financed by a European Cooperative Society and 
several digitization projects so that it remains free of charge for the time being.51 As 
it has a 5-figure number of users, chances a good that Transkribus will be further 
developed and maintained in the future.

The Aletheia Document Analysis System (   
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) by the Pattern Recognition 
& Image Analysis Research Lab (PRImA) at the University of Salford is another 
example of a platform with great usability, interface and documentation.52 The Pro 
edition, which is not free of charge, includes the possibility to train OCR models for 
Tesseract 3 and 4.

poCoto, the Postcorrection Tool (
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), is a program for the correction of 
OCR output. It was developed at the CIS in Munich (for which see footnote 29).53 
OCR output files (e.g., in hOCR format) serve as an input and a line-by-line view of 
original image and OCR output helps to detect and correct OCR errors. Furthermore, 
a digital dictionary, if imported, can flag candidates for wrong OCR predictions. 
Unfortunately, PoCoTo does not seem to be maintained anymore.

4. digiTizaTion of copTic TexTS

4.1.  Digitized Coptic texts

As of now, only a minority of Coptic texts is available in electronic form. Recently, 
So Miyagawa et al. compiled a list of resources for Coptic texts that are digitally 
available, and Caroline T. Schroeder has published a comprehensive description, 

51 Slides of a talk by Günther Mühlberger: „Transkribus. Eine Forschungsplattform für die automatisierte 
Digitalisierung, Erkennung und Suche in historischen Dokumenten“, May 2019, <https://de.slideshare.net/
ETH-Bibliothek/transkribus-eine-forschungsplattform-fr-die-automatisierte-digitalisierung-erkennung-und-
suche-in-historischen-dokumenten>, slides no. 57 and 61 [accessed: 7/15/2020].

52 Clausner et al. 2020; <http://www.primaresearch.org/tools/Aletheia> [accessed: 7/15/2020]. While 
Aletheia is not on GitHub, source code of related tools, especially for the PAGE XML standard, developed by 
PRImA are available in their repository: <https://github.com/PRImA-Research-Lab> [accessed: 7/15/2020], 
however, mostly without documentation.

53 Vobl et al. 2014; <http://ocr.cis.uni-muenchen.de>; <https://github.com/cisocrgroup/PoCoTo> [both 
accessed: 7/15/2020].
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discussion and history of Coptic digital textual resources.54 With respect to non-
canonical Coptic texts, one could add that the so-called Nag Hammadi library is 
not only available on CD (CD-ROM #7 “Greek Documentary”, published by the 
Packard Humanities Institute) but that the editions have been digitized and put online 
in Unicode format as part of Brill’s reference works.55 Readers who are looking 
for already available digital Coptic texts can refer to the two above mentioned 
contributions, which are up to date and give convenient overviews of websites and 
other resources that provide access to digitized Coptic texts.

4.2.  Objectives of digitization

An increasing number of research questions and research designs (collection 
and processing of source materials) require scholars to digitize texts. At present, 
digital Coptic texts are used, for instance, as base texts for the edition of the Coptic 
Old testament,56 as input for the Natural Language Processing pipeline of Coptic 
scriptorium,57 in the corpus of Coptic Scriptorium providing the attestations for 
lemmata in the Coptic dictionary Online (CDO)58 and as references for the database 
and dictionary of greek loanwords in Coptic (DDGLC).59 Digital texts are also the 
basis for the application of data visualization techniques (e.g. word clouds, a vast 
variety of plots, network visualization).60 Furthermore, they enable full-text search, 
re-use and dissemination, and, if shared publicly, easy access for communities 
interested in Coptic cultural heritage (e.g. researchers from different disciplines 
such as Coptology, Egyptology, Theology, Religious Studies, Linguistics etc., and, 
of course, the Coptic community). Furthermore, the possibility of digitizing texts 
themselves through OCR enables individual scholars to obtain a digital version of 
the texts that constitute an interesting corpus for their research, and, in this sense, 
OCR makes them independent of already digitally available texts as well as of the 
progress of digitization projects and the status of their data publication.

54 Miyagawa et al. 2019; Schroeder 2019.
55 Robinson 2000.
56 For an overview of the project digital Edition of the Coptic Old testament, see Behlmer – Feder 2017 

and the project’s website <http://coptot.manuscriptroom.com> [accessed: 7/14/2020].
57 Schroeder – Zeldes 2016; Schroeder – Zeldes 2020; <https://corpling.uis.georgetown.edu/coptic-nlp/> 

[accessed: 7/14/2020].
58 Coptic dictionary Online, ed. by the Koptische/Coptic Electronic Language and Literature International 

Alliance (KELLIA), <https://coptic-dictionary.org/>. The corpus is also accessible directly through the 
ANNIS database: <https://corpling.uis.georgetown.edu/annis/scriptorium> [both accessed: 7/14/2020].

59 <https://www.geschkult.fu-berlin.de/en/e/ddglc/index.html> [accessed: 7/14/2020].
60 For a recent application in Coptic studies, see the set of entity visualizations that Amir Zeldes, Caroline T. 

Schroeder and Lance Martin have published for the Entity Recognition results of a subset on the Coptic Scriptorium 
corpus: <https://copticscriptorium.org/entities/breakdown.html> [accessed: 7/15/2020]; Zeldes et al. 2020.
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4.3.  Cost-benefit ratio of digitization

In manual text digitization, there are several possible workflows, depending on 
the number of texts to be digitized and the resources available. All of them involve 
text acquisition as a first step, be it in printed or digital form. The central step consists 
of the typing the text. In a process called double-keying, the latter is done twice, i.e., 
by two people independently. In a third step, the two versions are matched, and 
the errors are filtered out. This method has been recognized by funding agencies 
and, according to digitization guidelines of the DFG,61 transcriptions produced by 
means of this method are 99.997% accurate.62 Another possibility is to transcribe 
the text only once and then correct errors in the transcript (e.g., letter confusion, 
typos, skipped words, phrase or lines). This should be done by a second person or 
with a certain delay in order to minimize the effect of overlooking one’s own errors. 
However, the accuracy rate is not as high as with the double-keying method.

Keying text, be it in a double-keying or other workflow, is the main and most 
time-consuming task. Miyagawa et al. have measured the time needed for manual 
transcriptions of Coptic texts (33 lines of text, 10 min) and for their proofreading (10 
min).63 My own count for keying one page of Coptic text containing 34 lines is 11 
minutes. A computer can do that significantly faster; OCR programs extract the same 
amount of text in well under a minute. These data are somewhat impressionistic, as 
they were collected with few test persons and small amounts of data. A larger-scale 
study has not yet been done for Coptic, but it helps to look at studies from other 
digitization projects (of historical printings) to see the potential. Reul et al. have 
measured the time that each of four users takes to preprocess and OCR 50 pages of an 
incunabulum. The users needed 105–142 minutes for the task that included a mark-
up of the complex layout of the book (layout analysis).64 The average time spent on 
one page is of 2.1–2.85 minutes. In the Coptic OCR project, the preprocessing of the 
image files in ScanTailor (see Section 3.1), another way to prepare images for OCR, 
took 2 minutes per page, and this included a rather careful process of noise removal 
that may not always be necessary. It remains to be tested if and to what extent OCR 
results for Coptic texts downgrade if less time is invested in preprocessing.

There are several possibilities for adapting digitization workflows by integrating 
OCR. One suggestion is to proceed as with double-keying but to use two OCR 
output files instead of two manual transcriptions. Another option is to use only one 
OCR output and match it against an already existing manual transcription. A third 

61 DFG = deutsche forschungsgemeinschaft (German Research Foundation), the most important orga-
nization for research funding in German academia.

62 DFG 2009: 11. For transcriptions of German historical books, this number is confirmed by an evalua-
tion study, cf. Haaf et al. 2013.

63 Miyagawa et al. 2019: i138 and Fig. 4.
64 Reul et al. 2017b.
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possibility, which is implemented in the OCR workflow and tools set that were 
presented in Sections 2 and 3, is to produce an OCR output and correct it manually 
in an editor facilitating this process.

Thus, OCR can help to save resources or compensate a lack of resources to 
a certain extent and enable the digitization of more text. But what applies to all 
automation and computer-aided work in the humanities also applies here. It will 
help researchers to make what they want to do more efficient. It could even enable 
us to address research questions that require data volumes that cannot be obtained 
manually. But it will not lead to a redundancy of manpower in research or a reduced 
workload for the people involved. Tito Orlandi, a pioneer in the digitization of Coptic 
texts and in the Digital Humanities (or Humanities Computing as his field of interest 
was called at the time), spoke of a “labour-saving myth”:

the labour-saving myth: We know this myth to be silly; we know that only the 
dull, unimaginative scholar would not be inclined to do a better job with the time 
liberated from mechanical. We also know that the computer does not so much save 
labour as change the nature as well as scope of what we labour at.65

Coptic OCR greatly benefits from larger-scale projects which develop OCR 
tools that comply with the requirements of Coptic, especially projects that work 
on OCR for historical books. This has the further advantage that such tools might 
also be useful for non-OCR purposes like the encoding of layout information and 
its xml export in compliance with standards of (meta)data encoding. In the future, 
the now fast-developing HTR tools (with a focus on the digitization of handwritten 
manuscripts and on non-literary documents) will certainly give new inputs for the 
digitization of Coptic textual material.

5. commenTed bibliography

Chaudhuri et al. 2017. In Chapter 2 of their book on Optical Character Recognition, 
the authors describe the typical OCR workflow. Later chapters deal with OCR for 
particular scripts (English, French, German, Latin, Hindi, Gujrati).

Lincke et al. 2019 (open access); Miyagawa et al. 2017; Miyagawa et al. 2019 (open 
access). These three papers deal specifically with the training of OCR models for 
Coptic (typeset, fonts). At present, these are the only contributions published on 
the topic.

Neudecker 2019. Those who read German find an accessible and richly illustrated 
description and explanation of OCR with state-of-the-art tools, including Calamari, 
in this post on a blog of the Berlin State Library (Prussian Cultural Heritage).

65 Orlandi 2002.
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Piotrowski 2012 (open access). Chapter 4 of Piotrowski’s introduction to NLP for 
heritage texts discusses text acquisition including OCR, but also manual entry. As 
far as ancient languages are concerned, Greek serves as example. From the tools 
relevant for Coptic OCR only OCRopus was available at the time of writing and 
is referred to in the context of Ancient Greek OCR.

Rehbein 2017. This chapter from a recent introduction to the Digital Humanities 
(written in German), deals with digitization. Conveniently, the author not only 
gives an overview of text digitization but also of image digitization which, of 
course, is a prerequisite of OCR. The descriptions are concise, without going into 
technical details, a good first step.

Robertson 2019 (open access). Bruce Robertson, a leading expert in OCR for 
(polytonic) Ancient Greek and Latin, has recently written an introductory chapter 
on OCR for Classical Philology. Although the tools used for Ancient Greek 
OCR are others than the ones used for Coptic, most of what he says about the 
possibilities and challenges as well as about the workflow and general principles 
can be transferred to Coptic. And the paper also discusses the recent developments 
in OCR including the relevant tools used for Coptic OCR (OCRopus, Calamari).

Rohrer 2017. If one wishes to understand how Recurrent Neural Networks and Long 
Short-Term Memory work, the best introduction is not in a book but on Youtube. 
In the video, Brandon Rohrer demonstrates and visualizes the basics of RNN and 
LSTM by means of two simple questions: “What’s for dinner?” and “What is the 
next word if we were to write a children’s book?”
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